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Much is known about the genes and proteins controlling the cell cycle of fission yeast. Can these
molecular components be spun together into a consistent mechanism that accounts for the observed
behavior of growth and division in fission yeast cells? To answer this question, we propose a
mechanism for the control system, convert it into a set of 14 differential and algebraic equations,
study these equations by numerical simulation and bifurcation theory, and compare our results to the
physiology of wild-type and mutant cells. In wild-type cells, progress through the cell cycle
(G1—-S—G2—M) is related to cyclic progression around a hysteresis loop, driven by cell growth
and chromosome alignment on the metaphase plate. However, the control system operates much
differently in double-mutant cellsyeel™ cdc25A, which are defective in progress through the
latter half of the cell cycléG2 and M phasgsThese cells exhibit “quantized” cyclditerdivision

times clustering around 90, 160, and 230 jnWe show that these quantized cycles are associated
with a supercritical Hopf bifurcation in the mechanism, when theel and cd@25 genes are
disabled. ©2001 American Institute of Physic§DOI: 10.1063/1.1345725

To reproduce itself, a cell must replicate all of its compo-
nents and divide into two nearly identical daughter cells.
During this cycle, the cell's deoxyribonucleic acidDNA),
which stores its genetic information, must be replicated
precisely, and the two copies of each DNA molecule
(called sister chromatid9 must be segregated accurately
to the daughter cells(Fig. 1). In eukaryotic cells, these
two steps, called DNA replication and mitosis, occur dur-
ing distinct temporal phases of the cell cycléS phase and
M phase) separated by gaps(G1 and G2). Maintaining
the correct order of events is the responsibility of the cell
cycle enginet Over the past 20 years, molecular biologists
have uncovered many components of this engine. Cell-
cycle genes from one species can often replace their coun-
terparts in other species, even between yeast and human
cells, indicating that the cell cycle engine is an ancient
and highly conserved mechanism among eukaryotes.
From such discoveries, we can now construct schematic
diagrams of the cell cycle engine in many different
species>® but how can we be sure that a diagram is con-
sistent with the overall physiology of cell division in any
particular species? Biochemical reaction kinetics, in com-
bination with the modern theory of nonlinear dynamical
systems, provide just the tool we need to derive the physi-
ological consequences of complex molecular regulatory
networks. We illustrate this tool by associating some un-
usual features of the fission yeast cell cycle to bifurcations
in the system of equations describing its cell cycle engine.

I. INTRODUCTION
A. Molecular components of the cell cycle engine

The most important components of the eukaryotic cell
cycle engine are cyclin-dependent protein kinases, het-
erodimers consisting of a catalytic subuf@ Cdk and a
regulatory subunita cyclin). Cdks, which are active only in
complex with a cyclin partner, exert their action by phospho-
rylating other proteins. Their protein-kinase activity is re-
quired to start both DNA replication and mitosis. Lower eu-
karyotes use only one essential Cdk submpnerally called
Cdk1), while higher eukaryotes use many. Cdkl is often
called Cdc2, in recognition of the geried?) that encodes
this protein in fission yeaét.

In fission yeast, a unicellular eukaryote, complexes be-
tween Cdkl and B-type cyclins play the major roles in cell
cycle regulatior?. Cdc13 is the only essential B-type cycfin.
Deletion of the gene encoding Cdcl18dcl3A) produces
mutant cells that cannot enter mito§igwo other B-type
cyclins, Cigl and Cig2, are normally involved in DNA syn-
thesis, but in their absence, the Cdc2/Cdcl3 complex can
drive the cell through S phase and M phageuring cell
cycles driven by Cdc2/Cdc13 alone, S phase always precedes
mitosis, suggesting that the kinase requirement for S phase is
lower than for M phasé.

DNA replication occurs once per cycle because Cdk ac-
tivity not only triggers DNA replication but also inhibits re-
replication of DNA® To start DNA synthesis, Cdk activity
causes properly licensed origins of replication to begin copy-
ing the chromosome, and at the same time it phosphorylates

) licensing factor molecules, making them more susceptible to
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bnovak@chem.bme.hu
YElectronic mail: tyson@vt.edu

1054-1500/2001/11(1)/277/10/$18.00 277

degradation. Disappearance of licensing factors from the
nucleus prevents further rounds of replication. Cdk activity
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FIG. 1. The eukaryotic cell division cycle. The outside circle shows theFI_G' 2. The Wir_ing diagram of the fission-yea_st c_ell-cycle engine. In the
major steps of DNA synthesis and mitosis. The inner diagram shows th&hiddle of the diagram is Cdc2/CdcI81PF), which is regulated by pro-
relationships among the principal molecular components of the cell cycIéeO_IyS!S of t_he_ ch_l_3 component, phosphorylation of Cdc2 subunit, and
engine(using fission-yeast terminology stoichiometric inhibition of the complex. These processes are arranged ac-

cording to the cell cycle transitions in which they are involved.

increases to a higher level in late G2, thereby initiating M

phase. As cells exit M phase, Cdk activity must be destroyed;omplex than APCand rapid degradatiolf.Hence, there is

to permit accumulation of licensing factors at replication ori-antagonism between MPF and Ruml, as well as between
gins in the next G1 phase. MPF and Ste9.

Destruction of Cdk activity as cells exit mitosis is the job Because of these antagonistic relationships, MPF and its
of the anaphase promoting compléXPC). The APC is a G1 enemies cannot coexist. Either the enemies win and the
large protein complex that attaches ubiquitin tags to targetell is in G1 phaseéwith low MPF activity), or MPF wins
proteins, which are then rapidly degraded by proteasdmesand the cell is in S/G2/M phase of the cytleThe fight
The APC has two important functions at anaphad¢:to  between MPF and its enemies is modulated by helper mol-
initiate degradation of the cohesion proteins that hold sisteecules, which shift the balance in one direction or the other.
chromatids together, thereby initiating mitotic anaphase, and The helper molecule for the Start transiti@®1—S) is a
(2) to initiate degradation of B-type cyclins, thereby permit- “starter” kinase, a group of Cdk/cyclin complexd€dc2
ting cells to re-enter G1 phase. with Cigl, Cig2, and Pucl cyclinswhich help Cdc2/Cdc13

To recognize the proper substrates for ubiquitination, théMPF) to get the upper hand by phosphorylating Rdfreind
APC core requires specific “auxiliary” proteins. Slp1l targets Ste9. The starter kinases can help MPF because they are less
the cohesion complex for disassembly, and both Slpl andensitive to Ruml inhibition and Ste9-dependent ubiquitina-
Ste9 present Cdc13 to the APC for ubiquitinatiSriroper  tion. The helper molecule for the Finish transititvl —G1)
timing of these events is controlled by phosphorylation ands the Slp1/APC complex, which promotes the degradation of
dephosphorylation of Slpl and Ste9, by Cdk/cyclin com-Cdcl3 and activates Ste€Possibly by activating the phos-
plexes and the phosphatases that oppose them. phatase that activates SieSIpl can help the enemies be-
cause it is not inactivated by MPF phosphorylation, as is
Ste9. In fact, Slpl seems to be activated in an MPF-
dependent manner.

Cdc2/Cdc13 activity(also called MPF, “M-phase pro- The duration of G2 phase is regulated by a different
moting factor”) is controlled by antagonistic interactions mechanism, namely enzymatic inhibition of MPF activity.
with its enemies! The enemies have negative effects onThe active site of Cdc2 contains a phosphorylatable tyrosine
MPF, but MPF can down-regulate all of its enem(Egy. 1). residue, and its tyrosine-phosphorylated form is inactive.
Two of these enemies are active in G1 phase, while a differTwo tyrosine kinases can inactivate Cdc2 in this way, Weel
ent group regulates the G2/M transition. and Mik11"'8 |n return, MPF can also phosphorylate and

The first G1 enemy, Ste@also called Srw)'? targets inactivate thent® So we have another case of mutual antago-
Cdc13 to the APC core and promotes its degradation in Ghism and alternative steady states: an S/G2 Sf@enty of
(Fig. 2). On the other hand, phosphorylation of Ste9 by MPFtyrosine-phosphorylated Cdc2/Cdcl13, with enough activity
inhibits its association with the APC core, rendering itto support DNA synthesis but not mitosiand an M state

B. MPF's enemies and friends

inactive® (inactive Weel and Mik1, lots of highly active Cdc2/Cdc13,
The other G1 enemy of MPF is a stoichiometric inhibi- cell in mitosis.
tor, called Rum2? which can bind to Cdc2/Cdc13 com- The G2/M transition is accelerated by a direct positive

plexes and inhibit their activity However, phosphorylation feedback loop. The inhibitory phosphate group of Cdc2 is
of Rum1 by MPF promotes its ubiquitinatidhy a different  removed by a specific phosphatase, called Cd¢Zxc25 is
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also phosphorylated by MPF, but the phosphorylated form o51/S. Both size requirements are destroyed in

Cdc25 is more activé’ In this case, MPF helps its friend, weel™ rum1A mutant cells, which become smaller at each
Cdc25. cell division until they die*®

The G2/M transition is also controlled by the replication

) state of the chromosomes. If the DNA is not fully replicated,

C. Negative feedback loops then MPF stays in the tyrosine-phosphorylated form, which

For cells to proliferate, to make a repetitive sequence ofloes not let the cell enter M pha&eThis is achieved by
properly controlled Start, G2/M and Finish transitions, thesignal transduction pathways that activate Weel and Mik1
helper molecules must be removed after they have done theand inhibit Cdc25?
jobs, because they are inhibitory for the next cell cycle tran- ~ The activity of Slpl(the helper for Finishis regulated
sition. For instance, the starter kinase must disappear aftély @ metaphase surveillance mechanism: as long as chromo-
the Start transition; otherwise, it would inhibit the Finish Somes are not properly aligned on the metaphase plate, Slp1
transition, when the enemies of MPF must come back. IiS kept inactive by a Mad2-dependent signal transduction
fission yeast, regulation of the starter kinag€sic2 with pathway?’

Cig1, Cig2, and Pudlis complex and not yet fully under- These two surveillance mechanisisireplicated DNA
stood. For simplicity, we lump them together and assumend misaligned chromosomeare not essential during the
that MPF inhibits the synthesis of “SK” by phosphorylating normal cycle: Both DNA replication and chromosome
its transcription factofTF). alignment are normally completed before the cell cycle en-

Slpl must disappear after the Finish transition; othergine initiates the subsequent step of the cycle. Hence, muta-
wise, it would inhibit the next Start transition. In budding tions in these surveillance mechanisms do not harm cells
yeast, both synthesis and activation of the Slp1l homologuéuring normal growth and division. However, if chromo-
(Cdc20 is MPF dependent, which creates a negative feedsome replication or alignment is slowed down or stopfisd
back loop?* We assume that a similar negative feedbackdrugs or mutations then the surveillance mechanisms be-
loop is operating in fission yeast. It is essential that Slp1come essential. They guarantee that the cell cycle engine is
APC is not directly activated by MPF, but rather through anblocked under these abnormal conditions. If the surveillance
intermediary enzyméIE), which provides a time delay in mechanisms are compromised, then the cell divides with un-
the |Oop?2 This de|ay is necessary to give enough time forreplicated or misaligned chromosomes, which is a lethal mis-
the chromosomes to align before Slp1/APC breaks dowrake.

their cohesiong.
II. A SIMPLE MODEL FOR THE FISSION YEAST CELL

CYCLE

D. Surveillance mechanisms . . .
The molecular mechanism described in Sec. | can be

These helper molecule@nd therefore the transitions summarized in a schematic wiring diagrdRig. 2). In Table
are regulated by surveillance mechanisr@so called |, we convert the wiring diagram into a set of differential and
checkpoints?® Start is controlled by cell mass, Finish by the algebraic equations. To keep the model simple, we assume
state of the cell’'s chromosomes, and the G2/M transition ighat a number of dynamic variables are in pseudosteady
affected by both. state:(1) the TF for synthesis of the starter kina$€X), (2)

The chromosome cycle, regulated by the cell cycle enthe trimeric complexes of Rum1 and Cdc13/Cdc2, §8d
gine, must run in concert with overall cytoplasmic growth, tothe tyrosine modifying enzyme§Veel and Cdc25 We as-
avoid cells becoming hopelessly small or enormouslysume that Rum1l binds to both types of Cdc2/Cdc13 dimers:
large?* Without such a coordinating mechanism, cells can-unphosphorylatedMPF) and phosphorylatethreMPH (see
not be kept alive over the long term. In fact, mutant fissionFig. 3). The model is similar to a generic picture of eukary-
yeast cells lacking this coordination die because they becometic cell-cycle controls we have described receftly.
either too large ¢dc2™) or too small (veel™ rum1A).

How cytoplasmic mass exerts its control over the cell i
cycle engine is not clear at present. The simplest hypothesis Wild-type cells
is that Cdk/cyclin complexes accumulate in the nucleus Figure 4 presents a numerical solution of the model
where their(nucleaj concentration will be proportional to equationgTable ) with parameter value€Table 1l) chosen
the rate of cyclin synthesis in the cytoplasm, which increaseto describe wild-type fission yeast. Cell mass increases ex-
as the cell growé? Although, in principle, both G1/S and ponentially from one to two between birth and cell division.
G2/M transitions are regulated by size requirements, onlyVe divide cell mass by two at the end of mitosis, when MPF
one of these controls is operative during steady-state growttecreases through 0.1, although daughter cells do not physi-
and division. In wild-type fission yeast, the G1/S size re-cally separate from one another until 15—-20 min after exit
quirement is much smaller than the G2/M requirementfrom mitosis.
hence, cells are born with a size larger than necessary for the The MPF level fluctuates during the cycle among three
Start transition. They execute Start soon after division, andlifferent levels. Cells enter mitosis with high MPF activity.
their dependence on size is manifested at the G2/M transitioAfter a time delay, SIp1/APC is activated by the high MPF
only. Inweel™ mutants, the size requirement for entry into activity, initiating the degradation of Cdcl3. As a conse-
M phase is abrogated, and these cells exhibit size control afjuence, MPF activity drops, Ste9/APC activates, and Cdc13

A. Numerical simulations
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TABLE |. The differential and algebraic equations describing the wiring Weel
diagram in Fig. 2. Peded] «— E 5
't +—
QEB @ g
dCdc13] " % cdeas =
4 kiM — (k;+ k[ Ste9] + k5[ SIp1])[Cdc13 ], 1) |* 4‘ | b
dpreMPH ,
gt = kwed[Cdc13] — [preMPR) —kzJ preMPA — (k;
==
+kj[Ste9 + k5[ Slp1))[preMPH, 2
d[Ste9| S 1-[Ste9 ,
—ar (ks tks[SIpL]) m—(kdsﬂ Wee
rsteg @leact] <YL MPF
.__..__»
+k,[MPF]) J,7[Steq’ (€) @ Cdc25
dslpi] ,  [MPF]*
dt =k5+k5Jg+[MPF]4 ke[ Slp1+], @ preMPF
dslpd] :k7[IEP]M FIG. 3. Rum1 binding to Cdc2/Cdc13 dimers. We assume that Rum1 binds
dt J7+[SIplr] - [SIpl] to both active(MPF) and tyrosine-phosphorylated Cdc2/Cdc13 dimers. If
[Slp1] association and dissociation of trimeric species is rapid, thenHy.de-
—Key e ke[ Slp1], (5) scribes the equilibrium concentration of the total pool of trimers in terms of
s+ [Sipl] the total pools of Cdcl13 and Ruml. The sum of the dimeric and trimeric
d[IEP] — k[MPF] 1-[IEP] [IEP] ® tyrosine-phosphorylated forms is called preMPF.
dt 9 Jo+1—-[IEP] "X3,o+[IEP]’
dRumi;] , Y
T ki1~ (K1t ki SK]+ ki MPF])[Rumi], (7)
dSK] The G1 enemiesRuml and StePare not essential in
—gr Kl TRl —kud SK], (8) wild-type cells, as shown by the viability slim1A steQA
double-mutant cell¥’ If we remove both Rum1 synthesis
dM . .
ot —MM. 9 and Ste9-mediated Cdc13 degradation from the mokigl (
S[Cde13 ] RUML] =_k’2’=0), then simulated QOubIe—mutan_t cells cycle with
[Trimer]= i , (10) slightly smaller mass than wild tydeimulations not shown
3+ y22-4[Cdc13][Ruml;]
_ ([Cdc13]—-[preMPH)([Cdc13]—[Trimer])
[MPF]= [Cdc13] , 13
[TF]=G(kysM kig+Kig[ MPF],J15,316), (12
where 2 A
kwee: k\;\/ee+ (k\’/,veef k\;vee) G(Vaweev ViweJM PF] v‘Jaweev JiweQ 1 [M]
Kas= Kos+ (Ka5— K35) G(Va2d MPF],Vig5, 425, Ji25), ;]
3 =[Cdc13]+[Rumir]+Kgss, [G1] SIG2 IM[G1] SIG2 M|
2ad ' ' '
G(a,b,c,d)= [Sipl]
b—a+bc+ad+(b—a+bc+ad)’—4ad(b—a) . A |

|
!
!
|

|

|

\\ [Cdc13,]
|

degradation accelerates. Loss of MPF relieves the inhibition
on the TF responsible for the synthesis of the cyclin subunit
of the SK. Because newborn wild-type cells are already large
enough to pass Start, they activate the TF for SK after a very
short G1 phase. Consequently, the level of SK increases
abruptly and the G1 enemies of MR&te9/APC and Ruml -
cannot stay. Actually, G1 is so short that Ruml1 does not
have time to come up, which is consistent with experimental
observation$? As soon as Ste9 gets inactivated, the Cdc13
level rises and the cell passes the G1/S transition. However,
SK does not inactivate the third enemy, Weel, which phos-
phorylates Cdc2/Cdcl13. The phosphorylated form has re-
duced protein-kinase activity, which seems to be enough to )
initiate S phase but not mitosis. When the cell reaches a time (min)
critical size, the positive feedbacks for G2/M transition turn . . . . -

. . . FIG. 4. Numerical simulation of wild-type cell cycle. The equations in
on. A_brupt activation of MPF by Cdc25 drives the cell into tapje | are solved, using the parameter values in Table 1. Two cell cycles
mitosis. are shown.

00 300
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TABLE II. Parameter values for wild-type cells. All constants have units
min~!, except theJs, which are dimensionless Michaelis constants, and 1]

Kgiss» Which is a dimensionless equilibrium constant for trimer dissociation. M]

Cdc13 synthesis and degradation:
k1=0.03,k;=0.03,kp=1, kz =0.1. [ Gl [S/Go M Gi_ [S/G2IM]
Ste9 activation and inactivation: . - -

k;=1, k3=10,J5=0.01,k,=2, k;=35,3,=0.01.
Slpl synthesis, degradation, activation and inactivation: 1
k=0.005,ks=0.3,ks=0.1,J5=0.3

k;=1, kg=0.25,3,=0.001,J3=0.001.

IE activation and inactivation:

kg=0.1,k,,=0.04,34=0.01,J,,=0.01.

Ruml synthesis, degradation and inhibition:

k11=0.1,ky»=0.01,k;,=1, k{,=3, Kgise=0.001.

SK synthesis and degradation:

k13=0.1,ky4,=0.1. 0
TF activation and inactivation: 1
kis=1.5,kig=1, k1g=2, J;5=0.01,J,4=0.01.

Weel activation and inactivation:

Vawee 0.25,Viee= 1, Jawee= 0.01, Jjyee=0.01.

Cdc25 activation and inactivation:

Va25=1, Vip5=0.25,J,55=0.01, J;»5=0.01.

Rate of tyr-phosphorylation and dephosphorylation:
Kiee=0.15, Kjee= 1.3, kys=0.05, k5= 5.

Growth rate:

©=0.005.

[MPF] & [preMPF]
[Rum1]

time (min)

FIG. 5. Numerical simulation ofveel ™ cell cycle. As Fig. 4, exceplt).
2. weel™ mutants =0.3.

The rate-limiting step in the wild-type cell cycle is
down-regulation of Weel by MPF. In order to inactivate
Weel, cells must grow to a critical size, which necessitate€n cells should not need Cdc2fhe activatoy. Indeed,
an extended $G2 phasg100 min in their cycle. If Weel ~Wee€l™ cdc25A double-mutant cells are viable, but they ex-
activity (expressed irk,., and k.o is reduced® then cells  hibit abnormal progression through the cell cycle. Instead of

wild-type cells(Fig. 5). This is the defining characteristic of zer et al*® observed that a steady-state culture of these mu-
“wee” mutants2® tant yeast cells consists of three subpopulations with dis-
The G2/M transition in wee mutants is not size con-tinctly different cycle timeg(90, 160, and 230 mjnn this
trolled. Consequently, the length ofr&2 phasdwith inter-  culture, cycle time appears to be “quantized” in intervals of
mediate MPF activityis much shorter inveel ™ cells (45 70 min. Cells smaller at birth tended to have longer cycle
min) than in wild type. To adjust their cycle time to the masstimes. _ -
doubling time(140 min, weel ~ cells have an extended G1 To understand the behavior efeel” cdc25A double
phase, stabilized by up-regulation of Rum1 and Ste9. mutants, we have taken into account that Cdc25 has a backup
Viability of weel™ mutants depends on these G1 en-€nZyme, called Pyp3, which is a tyrosine-phosphatase with
emies of Cdk activity. If eitherum13 or ste9'® is deleted Much smaller activity than CdcZ5.As a consequence, in
in aweel ™ background, then cells divide faster than theythe absence of Cdc25, the rate constants for Cdcl13/Cdc2
grow, getting smaller and smaller each cycle until they die déphosphorylation are small but not zero. Numerical simula-
The model presented in this paper is not consistent witdion of weel™ cdc25A mutants, Withkyee=0.15, kyee=0.3
these experimental observations, because of the simplifyingfor weel ) andkys=kzs=0.02 (for cdc25A), is shown in
assumptions we made about the starter kinases. In the modé&ig- 6. I'n this simulation, cells altgrnate between short cyples
SK is unaffected by Rum1 and Ste9, and consequently thel00 min and long cycleg160 min. As observed experi-
double mutantsweel” rumlA and weel ™ ste9A) have mentally, the mutant cells always divide at size larger than
the same phenotype aseel ™. In reality, Cig2 is partially wild type. Cells born at the larger size are committed to the
inhibited by Rum1 and possibly degraded by Ste9. Henceshorter cycle, and smaller newborns have longer cycles.
the double mutants are expected to have increased SK activ- Intuitively, we might explain these quantized cycles as
ity and to divide at much smaller size even thael ™ follows. In the mutant cellglacking Weel and Cdc25the

weak. Hence, MPF is not activated abruptly when cells are

supposed to enter the M phase. Because MPF rise is slug-

gish, it may not turn on fully the exit-from-mitosis pathway.
Weel and Cdc25 are the major tyrosine-modifying en-In this case, the negative feedback loop generates a rebound

zymes in fission yeast. If Weehe inhibitop is missing, in MPF activity before the cell is able to divide. On the

3. Quantized cycles in weel ~ cdc25A mutant
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[SK]:(klslkm)[TF]
= (Ky3/K14) G(k1sM K16+ K MPF],J15,J10),

(M]
2 -
[Rumi]= ki1
! T Kiot ki SK]+ K| [MPF]’
2 -
[Cdc134] [IEP]=G(ko[ MPF],Kk10,J9,J10),

[MPF]*

[SI 1]=k—é+—'5.—
Pl = ke T ke MPA

Sted
.

[SIp1]=[Slpl;]G(k,[IEP],kg,J7 /[ Slplr],Jg/[ Slpls]),
[Sted] = G (K, + K[ Slpd], K4 SK]+ Ki[MPF],J5,d,).

In these equationsG(V,,Vy,Js,Jp) is the Goldbeter—
Koshland functiof? defined in Table I. Also, in order to
obtain an analytical expression fi@lpl], we have neglected
the degradation termkg[ Slpl], compared to the post-
translational modification terms; hence, our phase-plane por-
traits will be only approximately correct.

At this point, we are left with only Eq9.1) and (2) in
Table I. From Eq(1) we can define a Cdc}3ulicline

koM
K+ Ki[ Sted)+ Ky [SIp1]’

time (min) [Cdcl3]= (A)

FIG. 6. Numerical simulation ofveel™ cdc25A cell cycle. As Fig. 4,

exceptk]e=0.3, kjs=0.02. where the rate of Cdc13 synthesisM, is exactly balanced
by its rate of degradation. The Cdgl8ullcline can now be
calculated explicitly as a function MPF, from the equations

“second try,” when its size is larger, the cell successfully for [Ste9 and[SlIp1] directly before.

completes mitosis. From Eq.(2) we derive a second nulicline
Kos+ ko + ki Ste9] + k5[ Slp1]
B. Phase-plane portraits and bifurcation analysis [Cycl3]=|1+ Koo
The model, with nine ordinary differential equations X[preMPF], (B)

(ODES9, can be represented in the phase plane, Cdos3

MPF, in the following way. First, we treat cell magd) asa where the rate of preMPF formationk,.d[Cdcl3]
parameter, and we assume that the dynamic variables de-[ preMPRH), is exactly balanced by the rate of degradation
scribed by Eqs(3)—(8) (Table ) are in steady state. Our goal and dephosphorylation of preMPF. We want to express this
is to express the steady-state values of these variables aslicline in terms of[MPF] rather than[preMPH. Notice
functions of[ MPF] and M: that, by definition

A | B

Cdc13,=0

FIG. 7. Phase planes portraits for
wild-type cells. MPF-Cdc13 phase
planes are shown fdg) newborn cells
(M=1) and (b) cells just past the
G2—M transition M=1.6).
@=stable steady stateD=unstable
steady state.

MPF=0

[Cdel3,]

0 05 1 0 0.5 1

[MPF] [MPF]
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[Cdc13]=[Cdc2:Cdc13+[PCdc2:CdclB where the last equality comes from the fact that
+[Cdc2:Cdc13:Rumit-[PCdc2:Cdc13:Rumil [RUML] = [Rum 1]+[MPF]([ . ])
where [MPF]=[Cdc2:Cdc13 and [preMPH diss
=[PCdc2:Cdc1B+[PCdc2:Cdcl13:Ruml  Along the Kuee
. ) : L . “| 1+ _
nullcline given by Eq(B), we can write this identity as Koot k§+kg[5te9]+k§’[SIpl])

[Cdc13]=[MPF]| 1+ et Ko T g[?ffghkg[sml]) zir;gn %?.[(5%) Ic::]an be written fof Cdc13] as an explicit
» ( [Cch:Cdcl3:Rumn) Kyeo
[MPF] [CdeL& ] =[MPFI| 1+ T g[Ste9]+kg'[S|p1])
Assuming that dimers and trimers are in rapid equilibrium [Rum;]
[Cdc2:Cdc13:Rumll [Rumi] x| 1+ Koo ,
[MPF] " Kuiss Kaisst[MPF]| 1+ Koot Kot .
_ [Rumil;] (C)
K gisst [MPF]| 1+ Lﬁe ’ where[ Ruml;] is a function off MPF] alone, from Eqs(7)
Kost k... and(8) in Table I:
[Ruml;]= Kua

Kiot+ Kio(K13/K14) G(K1sM , Kigt K MPF],J15,J16) + K1l MPF]

1. Wild-type cells nullcline moves ugsee Eq(A) and Fig. 7b)], and the S/G2
state(a stable nodefuses with the saddle point and disap-

The nullclines for a newborn wild-type cell are shown pears. The cell then makes an irreversible transition to the
on Fig. 1a). The MPF nulicline, Eq(C), is N-shaped, and  gtaple mitotic state. Hence, our simplified phase-plane repre-
the Cdcl3 nulicline, Eqg. (A), sigmoidal-shaped. The gentation of the control system shows clearly how cell size
nullclines intersect at three steady states: two stable attractoggntrols the G2-M transition in wild-type fission yeast. But
separated by a saddle point. The stable steady state on thgw does the control system exit the mitotic state and return
left branch of the MPF nulicline corresponds to t862 g G1 at the end of the cycle?
state, where total Cdc13 level is high but MPF activity is  |n this phase-plane representation of the system, with all
low, indicating that Cdc13/Cdc2 dimers are mostly tyrosine-components(except Cdc13 and MPFH in pseudosteady
phosphorylated form, because Weel is active and Cdc25 irstate, the mitotic state is stable. But in the full motiEdble
active. The steady state on the middle branch is an unstab|§' this steady state is unstable as a consequence of the nega-
saddle point. The steady state at high MPF level, on the righfve feedback loop: MPFIE—SIp1l/APC—MPF. To see
branch of the MPF nulicline, represents tinéotic state. this, we construct a one-parameter bifurcation diag(giy.

In wild-type cells, all steady states have relatively highg) for ODEs(1)—(8) in Table I, treating masévl) as a bifur-
Cdc13 level. There is no stable G1 steady state with lowcation parameter. This diagram, showing steady $tdfRF]
Cdc13 level and active Ste9/APC, because wild-type cellgis a function ofM, exhibits a typical hysteresis loop, with
are large enough at birth to pass the G1/S transffidio see  three steady states for 0.4281<1.55.(These three steady
this, notice that the transcription factor for SK is on fdr  states correspond to the intersection of the nullclines in Fig.
>k14/k15=0.66, if MPF activity is close to zeréthis is a 7, except the M state is unstable in the full system of equa-
property of the  Goldbeter—Koshland  function, tions)

G(Va,Vp,Ja,dp), which switches abruptly between 0 and 1~ The steady state with the highest MPF level is mostly
atV,=V,). Because wild-type cells are bornMt=1, they  unstable, due to a supercritical Hopf bifurcation it

are large enough to turn on transcription of SK immediately;=0.548. The Hopf bifurcation throws off small-amplitude,
hence, SK can help Cdc13/Cdc2 to defeat Ste9 and Rum1, stable limit cycles, which turn unstable just before they dis-
cells do not linger in the G1 phase. This is consistent withappear at an infinite-period, saddle-loop bifurcation. These
experiments, which show that wild-type cells arrest in the Gllimit cycles have no apparent physiological significance. A
phase only if they are nutrient-starved and hence unusuallgewborn cell M =1) finds itself on the only attracting state
small33 (the S/IG2 stable steady statéds the cell grows, it ap-

Cell mass(M) can be thought of as a bifurcation param- proaches the SNIC bifurcatigfisaddle-node on an invariant
eter in the model. As a newborn cell grows, the Cdcl3 circle”) at M=1.55. Beyond this bifurcation, in the full
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FIG. 8. One-parameter bifurcation diagram for wild-type cells. MPF activity 0001 " j i " "
0.000001 0.0001 0.01 1

as a function of mass, treated as a bifurcation parameter. Symbols: filled
diamond=stable steady state, open diamenmstable steady state, filled
circle=stable limit cycle(maximum and minimum values of MPFopen
circle=unstable limit cycle. The principal bifurcations a@ saddle-node @
(SN) at M=0.423,(@ Hopf at M=0.548, and® saddle-node-invariant-
cycle (SNIC) at M =1.55. If we follow the branch of stable limit cycles to
larger mass, we find them disappearing at a SNIC bifurcatidvl at13.4.

[MPF]
121

[MPF]

model, the only attracting state is a large-amplitude limit
cycle. The “mitotic” steady state, which was stable in the 08
phase-plane picture, is unstable in the full model. As the
growing cell passes the SNIC bifurcation, its pool of
tyrosine-phosphorylated Cdc2/Cdcl13 dimers is activated by
Cdc25. The burst of MPF activity drives the cell into mitosis. ®\

The negative feedback loop then destroys Cdcl13 and MPF 04+ O R A A0
activity drops dramatically as the cell exits mitosis. When
[MPF] drops below 0.1, we assume, the cell divides. Since
mass is around 2 at this time, the daughter cells are born at
M=1 and are attracted to the S/G2 stable steady state, and
the cycle repeats.

2. weel™ cells

These mutant cells divide 8 =1, about half the size of k. 9. Analysis ofweel~ cell cycle. Parameter values as in Fig.(8)
wild-type cells. The phase plane for a newboriM ( Phase plane portrait fi=0.5, as in Fig. 7(b) Bifurcation diagram, as in
=0.5)weel "~ cell shows three steady stafgsg. Aa)]. The Fig. 8. The principal bifurcations ar€D) SN atM =0.412,(2 Hopf at M
stable state on the left branch of the N-shaped nulicline is af %-547 and® SNIC atM=0.701.
low Cdcl3 and low MPF activity(because Ste9 is active
and Rum1 level is highand corresponds to a G1 state of the
cycle. The other two steady states are a saddle point and
mitotic state, as in wild type. As the cell grows, the cyclin on the lower branch of the bifurcation diagram, in the stable
nullcline moves up, the G1 steady state disappears by CO%1 state of the cycle
lescing with the saddle point, and the control system is cap- ’
tured by a large-amplitude limit cyclgrig. 9b) for the full B
model, exactly as in wild type. The only difference is that, 3 Weel™ cdc25A cells
in weel ™ cells, all the bifurcations occur at smaller size. The phase plane foveel™ cdc25A cells, as for wild-

By comparing the bifurcation diagrams for wild-type type cells, does not exhibit a stable G1 steady siktg.
andweel ™ cells, we can explain how wild-type cells block 10(a)]. For small cells, there are two stable steady states
in G1 after nutrient starvation. When wild-type cells are separated by a saddle point. The stable steady state on the
starved, they down-regulate Weel activity and behave likdeft has low MPF activity(because Mik1 activity is gnand
weel ™ cells® Their size is between 1 and 2, but their dy- it clearly corresponds to a G2 state. The stable steady state
namics follow the bifurcation diagram @fe€l™ cells. They on the middle, rising branch has higher MPF activity, pre-

remain in the oscillatory regime and continue dividimgth-
dut further growth until M drops below 0.7. Then they stop
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further in mass and makes a second, larger amplitude oscil-
lation in [MPF]. Only when cell mass increases past the
cyclic-fold bifurcation atM=2.6 does[MPF| drop low

. enough for the cell to leave mitosis. Of course, it is not

MPF=0 necessary to make two oscillations[MPF], as is evident in
\ Fig. 6. If the cell is large enough at birth, the first oscillation
will be sufficient to drive it through a normal mitotic se-
guence.
Cdc13,=0 IIl. DISCUSSION
05
1

[Cde13,]

A major challenge of postgenomic biology is to develop
useful theoretical tools for deriving the physiological prop-
erties of cells from the “wiring diagrams” of the molecular
machines that carry out the essential chores of life. In a series
of recent publications, we have illustrated how this connec-
tion might be made for one of the most fundamental chores:
the cell cycle. This paper concentrates on some nitty-gritty

[MPF] features of cell division in fission yeast and the specific mol-
(@) ecules underlying the behavior of wild type and mutant cells.

06 - Not to become lost in a forest of details, let us highlight first
the overall approach.

[MPF] (1) View 1 The wiring diagram(Fig. 2) can be ab-
stracted from the literature. It summarizes a vast number of
observations and the ideas of many experimentalists about
how their molecular components interact. In essence, the
wiring diagram is a grand hypothesis about the molecular
network controlling cell division in a certain organism. To
refute, or confirm, or refine this hypothesis, it must be forced
into contact with data, to postdict all the known properties of
cell division in the organism and to predict the results of new
experiments. But wiring diagrams like Fig. 2, although they
are a view of reality that is immediately recognizable by a
molecular biologist, cannot be used directly to make reliable,
quantitative statements about the behavior of a molecular
control system.

(2) View 2 To make such statements, the diagram must
(b) be translated into precise mathematical terms: e.g., the sys-

tem of differential and algebraic equations in Table I. This
FIG. 10. Analysis ofve€el ™ cdc25A cell cycle. Parameter values as in Fig. translation requires a set of auxiliary assumptions algbut

6. (a) Phase plane portrait fo = 1.5, as in Fig. 7(b) Bifurcation diagram, - - : s
as in Fig, 8. The principal bifurcations ar@® SN atM = 1.25,@ Hopf at the kinetic forms of the rate equations describing all the steps

M=1.83,@ SN atM = 1.64,@ cyclic fold (CP atM=2.37, and® CFat N the mechanism an®) the numerical values of the rate
M =2.60. constants that parameterize these equations. Once this is

done, we have a “machine readable” version of the hypoth-

esis that we can use to compute any desired property of the
sumably high enough to drive a cell into mitosis. As the cellcontrol system.
grows, it loses the stable G2 state by a saddle-node bifurca- (3) View 3 Unfortunately, view No. 2 of reality is com-
tion and transits to the stable M state. From the onepletely foreign to experimentalists, and, to tell the truth,
parameter bifurcation diagram for the full modfFig. hardly recognizable to theoreticians. To see inside the con-
10(b)], we see that this bifurcation occursMt=1.64. Since trol system, to understand its attributes, to guess intelligently
the mitotic state is a stable steady state, the cell enters Mow it will behave under various conditions, we need a third
phase with no “intention” of leaving. As the cell grows past view, a geometrical interpretation of the dynamical system,
M =1.83, the mitotic steady state loses stability by superwhich is provided by bifurcation theor§Figs. 7—10.
critical Hopf bifurcation. Once the cell passes the Hopf bi-  To make the connection between molecules and physi-
furcation point, MPF starts to oscillate, but with small am- ology, we need all three views: the wiring diagram, to see
plitude and nearly constant period. Beca{lg¥’F] may not  how the molecules are supposedly hooked together; the dif-
drop below 0.1 during the first oscillation, the cell may notferential equations, to make reliable, quantitative deductions
exit mitosis properly. Rather than dividing, the cell increasesabout the behavior of the hypothetical control system; and

0.1

02r

0.0
0
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bifurcation theory, to give us an insider’s view of the dy- Hughes Medical Institutg75195-54250), the Hungarian
namical potential of the model. Scientific Research FUn@OTKA T 032015, and the Na-

We have used fission yeast as an example, because thisnal Science Foundation(DBI-9724085 and MCB-
organism played a central role in unraveling the moleculapp78920.
machinery of the eukaryotic cell-cycle engine. Paul Nurse's
discovery, in 1975, of thaveel gene was the crucial first
step?® Becausaveel ~ cells grow perfectly well but divide
at an abnormally small size, Nurse knew that he had a gene
intimately involved in the regulation of cell divisioftather 15 \yrray and T. Hunt,The Cell Cycle(W. H. Freeman, New York,
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